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Professores

BRUNO BIONI

Doutor em Direito Comercial e Mestre em Direito Civil na Faculdade de Direito da
Universidade de Sdo Paulo-USP. Membrodo Conselho Nacional da Autoridade Nacional
de Protegao de Dados - CNPD, designado como titular dentre os representantes de
organizacdes da sociedade civil. Foi study visitor do Departamento de Protecéo de
Dados Pessoais do European Data Protection Board - EDPB e do Conselho da Europa-
CoE, pesquisador visitante no Centro de Pesquisa de Direito, Tecnologia e Sociedade
da Faculdade de Direito da Universidade de Ottawa. E autor do livro “Protecéo de
Dados Pessoais: a funcao e os limites do consentimento” e co-autor do livro “Protecao
de dados: contexto, narrativa e elementos fundantes”. E membro da Rede Latino-
Americana de Estudos sobre Vigilancia, Tecnologia e Sociedade - LAVITS. E diretor
fundador do Data Privacy Brasil, um espaco de intersecgao entre uma escola de
CUrsos e uma associacao de pesquisa na area de privacidade e protecdo de dados. E
advogado, consultor e parecerista.

CAROLINA GIOVANINI

Mestre em Direito e Inovagéo pela Universidade Federal de de Juiz de Fora (UFJF)
e bacharel em Direito pela mesma instituicdo. Pds-graduada em Direito Digital
pela Universidade Estadual do Rio de Janeiro (UERJ). Profissional certificada pela
International Association of Privacy Professionals (CIPP/E, CIPP/US). Global Privacy
Manager.

GUILHERME KLAFKE

Doutor e Mestre em Direito pela USP. Lider de projetos do Centro de Ensino e Pesquisa
em Inovagao da FGV Direito SP na area de governanga da |A e IA e saude. Na mesma
instituicao, é professor dos programas de graduacao, pés-graduacao profissional e
especializagao (FGV LAW) nas areas de Direito e Tecnologia da especializagéo. Foi
Professor na Faculdade de Direito de Sdo Bernardo do Campo.
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JAQUELINE PIGATTO

Doutora em Ciéncias Sociais pela UNESP Araraquara e mestre em Relacdes
Internacionais pelo Programa de Pdés-Graduagdo San Tiago Dantas (UNESP -
UNICAMP - PUC/SP). Foi fellow da Escola de Governanga da Internet (EGI) do CGl.br,
ICANN Next Gen e Youth@IGF. Pesquisa governanca global da Internet desde 2016,
pesquisadora na Associagao Data Privacy Brasil desde 2020 e coordenadora de area
desde 2023.

MARINA FEFERBAUM

Doutora em Direito. Coordenadora do Centro de Ensino e Pesquisa em Inovagao (CEPI)
e da drea de metodologia de ensino da FGV Direito SP, onde também é professora dos
programas de graduacao e pos-graduacao. Visiting Professor Fordham University.

RAISSA MOURA

Encarregada de dados em Fintech, Avogada Especialista em Direito Corporativo,
Protecdo de Dados e Privacidade. Formacao em Privacy by Design pela Toronto
Metropolitan University. PGs-graduada com LL.M em Direito Corporativo pelo IBMEC
e certificada em Gestdo de Projetos Complexos pelo Instituto de Tecnologia de
Massachusetts (MIT) e Gestdo de Departamentos Juridicos pelo Insper. Também
ministra aulas e é autora de publicagdes dentro da tematica de Protecdo de Dados e
Privacidade.

PEDRO MARTINS
Bacharel e Mestre em Direito pela Universidade Federal de Minas Gerais. Desenvolve

pesquisa na area de protecao de dados pessoais e profiling. Pesquisador do grupo de
pesquisa Persona e Coordenador Académico do Data Privacy Brasil.
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RAMON VILARINO

Fisico de formacéao e analista de riscos de inteligéncia artificial, dedica-se a investigar
0 comportamento de sistemas de decisdo automatica suportados por aprendizagem
de maqguina no contexto de bancario. Em experiéncias anteriores como cientista de
dadosemalgumasdas principaisinstituicoes de crédito do pais, foi responsavel porum
dos primeiros registros das implicacdes raciais em sistemas automaticos de alocacao
de crédito. Em uma residéncia de pesquisa na Universidade da Califérnia Berkeley, se
dedicou a investigacdo do uso de algoritmos no sistema judiciario estadounidense.
Atualmente, tem direcionado esforgos para entender e situar politicamente o papel da
“inteligéncia artificial” como ferramentas de conhecimento e decisao.

RONY SILVA

Senior Manager na Deloitte Brasil, com mais de 15 anos de experiéncia em tecnologia,
governanca e gestao deriscos. Desde 2017, lidera projetos estratégicos de privacidade
de dados, governanca da informacao e ciberseguranca, apoiando organizagdes a
fortalecerem sua conformidade regulatéria e capacidade de gestdao em um cenario
de riscos cada vez mais complexo.

Bacharel em Sistemas de Informacao pela UMC e com MBA em Gestéo e Tecnologia
da Informacado pela FIAP, possui certificagdes internacionais como CIPM (IAPP),
CDPO, ISO 27001 Lead Auditor, além de especializacao em NIST Al RMF, ISO 27701,
ISO 42001 e Al Act da Unido Europeia.

Com uma atuagdo marcada por visdo estratégica, profundidade técnica e experiéncia
internacional, Rony contribui para que empresas avancem com seguranca e
responsabilidade na era da inteligéncia artificial e da transformacao digital.
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1 Descritivo

Aplicagdes de Inteligéncia Artificial (I1A) tém levantado cada vez mais questionamen-
tos e preocupacdes acerca de seus usos. Em 2023, um tema dominou o debate: A |A
Generativa, sistemas de aprendizado de maquina capazes de produzir um conteddo novo
a partir de comandos em linguagem comum, ganhou popularidade e acessibilidade em
2023, com o langamento de diversos produtos e servigos operados por meio dessa tec-
nologia. Desde a producdo de textos até imagens e sons, o potencial desses sistemas
parece alto, assim como seus riscos.

Por conta disso, outro tema também ganhou tracdo: a regulacao desses sistemas.
Em 2023 o mundo voltou os olhos para a regulagdo de IA, com diversos paises e orga-
nismos internacionais buscando estabelecer as primeiras normas, principios e diretrizes
vinculantes sobre o tema.

A Unido Europeia foi um dos primeiros espagos a conseguir uma aprovagao de um
texto regulando os usos dessa tecnologia, com a aprovagao do texto final Al Act. Suas
obrigacdes entrarao em vigor ao longo de dois anos, as proibicdes dos usos inaceitaveis
comecarao a ser aplicadas ja apos seis meses de sua publicagao.

No Brasil, fruto de uma comissao de juristas, o Projeto de Lei n°® 2338, de 2023, ja
aprovado no senado e em tramitacdo na Camara dos Deputados, € um dos temas chaves
da agenda legislativa de 2026, trazendo regras gerais para o uso de aplicagdes de inte-
ligéncia artificial no Brasil e um sofisticado modelo regulatorio que mescla abordagens
baseadas em riscos e abordagens baseadas em direitos.

Para além da regulacdo doméstica, o Brasil esta em uma posicao chave no cenario
internacional, podendo influenciar a agenda regulatoria de outros paises do Sul Global, o
que reforca a agenda nacional quanto ao tema.

Esses avancos, tanto tecnoldgicos quanto regulatorios e sociais, explicitam a centrali-
dade da datificagdo como um dos principais processos que moldam as mudangas socio-
econdmicas recentes. Por esse motivo, a conexao entre Inteligéncia Artificial e Protecao
de Dados fica cada vez mais evidente, levando a ideia de Governanca de Dados como um
imperativo no desenvolvimento de tecnologias para o bem comum.

Nesse cenario, a Data Privacy Brasil mantém sua tradicdo de oferecer um treina-
mento abordando o estado da arte da governanca de dados e regulacdo de sistemas
de inteligéncia artificial a partir de uma perspectiva sociotécnica. Em meio a mudancas
regulatorias tao rapidas quanto os avancgos tecnoldgicos e um ano chave para o debate
de governanga de novas tecnologias, iremos debater 0os pontos chave para para qualquer
pessoa envolvida no trabalho de desenvolvimento, implantacéo ou avaliagcdo dos impac-
tos de sistemas de IA estar bem posicionada em 2026 e conseguir ndo so desenvolver
suas atividades, mas atuar estrategicamente.
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1.2

1.3

1.4

OBJETIVO GERAL

Capacitar os alunos e alunas a manejarem conceitos ligados a inteligéncia artificial
e governanca de dados, englobando tanto conceitos técnicos quanto seus impactos
sociais. Ao final do curso, espera-se que as(0s) alunas(os) tenham competéncias para
avaliacao ou supervisao de sistemas de inteligéncia artificial, estando capacitados
para lidar com desafios éticos e regulatérios, bem como atuar na governancga desses
sistemas, reconhecendo quando terdo impactos ético-juridicos significativos e a sua
conexao com a ideia mais ampla de governanca de dados.

OBJETIVO ESPECIFICOS

+ Introduzir os principais elementos técnicos e conceitos de sistemas de inteligéncia
artificial;

«  Demonstrar os impactos éticos, juridicos e de direitos humanos de aplicacdes de
sistemas de inteligéncia artificial,

+  Explicitar a conexdo entre o campo da protecdo de dados com o campo da
inteligéncia artificial;

+ Apresentar um panorama do cenario regulatorio brasileiro de sistemas tomadas de
decisdo automatizada;

+  Comparar o cenario regulatorio brasileiro com o cenario internacional e tracar
tendéncias de interoperabilidade regulatdria e identificar divergéncias;

+  Desenvolver habilidades praticas de compliance e gestdo de risco para adogéo e
implementacao de sistemas de IA.

«  Desenvolvimento de raciocinio critico e resolucao de problemas concretos.

CARGA HORARIA

Carga horaria de 30h, ao longo de dez aulas que ocorrerao de forma ao vivo entre
18h30 e 21h30.

PUBLICO ALVO

O Curso se destina a profissionais de ciéncia de dados, programadoras, engenheiras
de sistemas, bem como advogados e profissionais do sistema de justica, membros

de organizagdes da sociedade civil, gestores publicos e estudantes, pesquisadores e
professores e professoras das areas de ciéncias sociais e programacao que desejem
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1.5

1.6

aprofundar seus conhecimentos técnicos e regulatérios sobre aplicagdes de inteli-
géncia artificial.

O curso busca introduzir tanto conceitos técnicos quanto juridicos, ndo sendo exigido
nenhum conhecimento prévio dos alunos e alunas.

METODOLOGIA

As aulas expositivas contardo com linguagem acessivel, sem “juridiqués” ou “tecni-
qués”. O curso contara com a interseccao entre uma abordagem académica, para
trabalhar e problematizar conceitos, e uma abordagem pratica, analisando situacdes
concretas e aplicando os conceitos previamente desenvolvidos.

Ao longo da exposicao, os alunos serdo chamados para interagir com os professores,
além dos momentos dedicados a responder duvidas e questionamentos. Cada aula
tera um caso concreto que sera usado como guia para as discussoes.

Ainda, o curso contara com a utilizagdo de ferramentas de ensino global de partici-
pacao ativa dos alunos e alunas, por meio do problem-based learning, fornecendo
fundamentos tedricos e praticos sobre aplicacoes de inteligéncia artificial.

Ao final do curso havera um dia inteiramente dedicado a realizagdo de uma atividade
pratica, sob supervisao de professoras que conduziréo a atividade e fardo considera-
cOes acerca do trabalho desenvolvido pelos alunos ao final.

PLATAFORMA

O curso sera oferecido em modelo online, com aulas ao vivo, utilizando a plataforma

Zoom para as aulas, enquanto o EADTIx sera utilizado para organizagdo do material e
emissao de certificados, condicionada a participagao de, no minimo, 75% das aulas.
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2 Cronograma

AULA 01
09/03

AULA 02
10/03

AULA 03
12/03

AULA 04
16/03

INTRODUGAO SOCIO-JURIDICA: ENTENDENDO A GOVERNANGA TECNOGIA(S)
PARA ENTENDER DE IA(S)

Bruno Bioni

1. Introducao a governanga e regulagdo. 1.1. O que nos ensina a regulacédo das “velhas”
tecnologias? 1.2. Principio da precaugéo. 1.3. Regulagao geral vs Setorial. 1.4. Autorregu-
lag@o, Corregulagéo e Comando & Controle. 1.5. 2. As leis de prote¢ao de dados como
porta de entrada para governanca de IA.

DA PROTEGAO DE DADOS A REGULAGAO DE IA: INTERSECCAO E CASOS

Pedro Martins

Implicagbes da Lei Geral de Protegéo de Dados em sistemas de IA. 1.1. Principiologia e
gramatica constitucional. 1.2. Direitos dos titulares. 1.3. Bases legais. 1.4. Anonimizacao e
suas limitagdes. 2. Ressonancias e Dissonancias entre regulacdes de protecao de dados
e regulacdes de |A. 3. Interseccao na pratica: Casos e enforcement. 3.1. Casos no cenario
brasileiro. 3.2. Casos no cenario europeu. 3.3. Casos em outras jurisdigdes internacionais.

INTRODUQI\O TECNICA: DA MAQUINA DE TURING ATE A IA GENERATIVA

Ramon Vilarino

1. Introducao a conceitos técnicos. 1.1. O que ¢é “inteligéncia artificial”. 1.2. Aprendizado Su-
pervisionado. Aprendizado por reforco. 1.3. Aprendizado ndo-supervisionado. 1.4. Shallow
Learning (Regresséo e Arvore de Decisdo) vs Deep Learning (Redes Neurais). 1.5. Aplica-
cOes de IA. 2. Tipos de métricas em Inteligéncia Artificial (Acuracia, Precisdo e Revoca-
¢ao). 3. IA Generativa e modelos de linguagem natural

REGULA(}Z\O DE IA NO BRASIL

Bruno Bioni

1. PL 2338/23 e o modelo regulatdrio proposto. 1.1. Principios e regras gerais. 1.2. Classi-
ficacao de sistemas de IA. 1.3. Direitos previstos pela lei. 1.4. Uso de IA no Poder Publico.
1.5. Conciliagéo de regulagao assimétrica de risco com direitos. 2. Analise critica entre o
PL 2338/23 e outros projetos internacionais de regulagao
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AULA 05
17/03

AULA 06
19/03

AULA 07
23/03

AULA 08
24/03

AULA 09
25/03

AULA 10
30/03

AVALIACAO DE RISCO

Carolina Giovanini

1. Regulagdo baseada em riscos e em direitos 1.1. Definindo regulacao de risco. 1.2. Mo-
delos de classificacdo de riscos em sistemas de IA. 1.3. |A Generativa e suas particula-
ridades. 1.4. Proposta de classificagdo de risco no PL 2338/23. 2. Particularidades Bra-
sileiras: a pauta antidiscriminatoria e antiracista. 3. Modelos e frameworks de Avaliacao
de risco/impacto. 4. PL 2338: Avaliagdo Preliminar e Avaliagdo de Impacto Algoritmico.

GOVERNANCGAE REGULAQZ\O DE IA NA PRATICA: ENFORCEMENT PRIVADO-
PUBLICO

Marina Feferbaum

1. Politicas de uso de IA em organizagdes. 2. Comités de ética em IA: analise de mode-
los e boas praticas. 3. Enforcement Privado-Publico. 3.1. Contratos e cadeia de agentes.
3.1. Auditorias e participagao civica. 3.2. Estudo de caso: enforcement hibrido a partir de
um estudo de caso

GOVERNANGCA DE DADOS NA PRATICA

Raissa Moura

1. Estruturando arquiteturas de governanga em organizagdes. 2. Particularidades e dife-
rengas: Da governanca de dados pessoais a governanga de dados. 3. Governando o novo:
Caminhos para a governanca de IA

ENTRE O LOCAL, REGIONAL E GLOBAL: IA(S) & GEOPOLITICA

Jaqueline Pigatto

1. Estratégias Nacionais de IA. 1.1. Estratégia Brasileira e a revisdo do modelo. 1.2. Pano-
rama internacional e pontos de convergéncia. 2. Féruns internacionais. 2.1. OCDE; 2.2.
Sistema ONU; 2.3. G20

DESENVOLVIMENTO E IMPLEMENTAQZ\O DE PROGRAMAS DE ADEQUAQKO E
GOVERNANGAEMIA

Rony Silva

1. Estruturagdo de um programa de governanga: Fases e principais pontos a serem en-
dergados 2. Avaliagdo interna de riscos e frameworks (NIST, ISO) e mapeamento de gaps
3. Implementacao de mecanismos de governancga voltadas a mitigacao de riscos inter-
nOS a organizagao

ATIVIDADE FINAL: MITIGAC}Z\O DE RISCO E MODELOS DE GOVERNANGCA

Marina Feferbaum e Guilherme Klafke

1. Exercicio pratico: Implementacao de medidas de mitigacao de risco e estrutura de go-
vernanca de dados.
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